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Shape completion applications

Images from left to right:
(1) https://topflightapps.com/ideas/computer-vision-in-medicine/,
(2) Andrey Suslov / Getty Images,
(3) Gaming in the metaverse by meta https://www.youtube.com/watch?v=5FwztKGQmd8,
(4) https://www.phonemore.com/news/how-to-3d-scan-an-object-with-your-phone/4291.



Goal:
shape completion of human shapes

Completion

Scans source: Amass dataset. https://amass.is.tue.mpg.de



Scans source: D-faust dataset. https://dfaust.is.tue.mpg.de/

SAL (2020) AtlasNet (2018) SAL SignReg (2020)

SAL: Sign Agnostic Learning of Shapes from Raw Data (2020), Atzmon et al

AtlasNet: A Papier-Mâché Approach to Learning 3D Surface Generation (2018), Groueix et al

Previous methods Reconstructions 

Partial scan



Previous methods

Scans source: D-faust dataset. https://dfaust.is.tue.mpg.de/

Partial scan

Marin et al (2018) Litany et al (2017)

Deformable Shape Completion with Graph Convolutional Autoencoders (2017)

FARM: Functional Automatic Registration Method for 3D Human Bodies (2018)

Reconstructions 



?

Information 
Gap

That’s a
Problem!

Challenge:

Scans source:  (Right) Amass dataset https://amass.is.tue.mpg.de
(Left) MPI-Faust dataset http://faust.is.tue.mpg.de



Previous method: Towards Precise
Bridging the information gap

Completion

Partial scan PriorOptimal completion 

Scans source: Amass dataset. https://amass.is.tue.mpg.de

,



Previous method: Towards Precise
Completion idea - encoder

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Partial scan

Prior

𝜃
whole

𝜃
part

𝜃
whole

𝜃
part

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

Towards precise completion of deformable shapes (2020)



Previous method: Towards Precise
Completion idea - decoder

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Prior 𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…

Towards precise completion of deformable shapes (2020)



P Partial scan

𝑸 Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…𝑸 Prior

Encoding:

Decoding:

Previous method: Towards Precise
Completion idea – full picture examples

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion



𝑸 Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…𝑸 Prior

Encoding:

Decoding:

Previous method: Towards Precise
Completion idea – example 1

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan



𝑸 Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…𝑸 Prior

Encoding:

Decoding:

Previous method: Towards Precise
Completion idea – example 2

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan



𝑸 Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…𝑸 Prior

Encoding:

Decoding:

Previous method: Towards Precise
Completion idea – example 3

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan



our method: FTS (fixed template shape)
Completion idea

Partial scan

Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…Prior

Encoding:

Decoding:

Scans source: Amass dataset. https://amass.is.tue.mpg.de



Partial scan

Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…

Fixed 
template

Encoding:

Decoding:

our method: FTS (fixed template shape)
Completion idea

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Always 
fixed



𝑸 Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…

Encoding:

Decoding:

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan

our method: FTS (fixed template shape)
Completion idea – example 1

Fixed 
template



𝑸 Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…

Encoding:

Decoding:

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan

our method: FTS (fixed template shape)
Completion idea – example 2

Fixed 
template



𝑸 Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…

Encoding:

Decoding:

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan

our method: FTS (fixed template shape)
Completion idea – example 3

Fixed 
template



𝜽 = [𝜽𝒑𝒂𝒓𝒕 ]
𝜃𝑝𝑎𝑟𝑡

𝜽 = [𝜽𝒑𝒂𝒓𝒕 ]

…

Encoding:

Decoding:

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan

our method: FTS-NP (fixed template shape-no prior)
Completion idea

Fixed 
template



𝜽 = [𝜽𝒑𝒂𝒓𝒕 ]

𝜽 = [𝜽𝒑𝒂𝒓𝒕 ]

…

Encoding:

Decoding:

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan

Fixed 
template

our method: FTS-NP (fixed template shape-no prior)
Completion idea



Experiment
Methods in compression:

• Towards Precise

• FTS

• FTS-NP

Tested on subsampled datasets from AMASS Dataset

(10 males, 50 samples for each actor)

The training set was sampled randomly.



• full body  + Segments: head, 
torso , left arm , right arm , 
left leg, right leg.

• errors:

N = #Points in segment

Scans source: (Right) Amass dataset. https://amass.is.tue.mpg.de, (Left): SMPL+H rest pose

Evaluation 
metrics



Results



•Our completion methods outperform the 
existing state-of-the-art Towards Precise method 
across all segmentations and all errors.

•FTS method surpass FTS-NP method in all the 
same aspects as well, which imply the prior 
importance in shape completion.

Results



•Hyper parameters tunning

•Dataset sampling

•Achieving similar results 
using weaker prior

How can we improve results?

Our focus



AMASS Dataset
• 14 inner datasets
• 344 actors
• 11,265 animations, 17 million frames

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Improve results - Dataset sampling



AMASS – deep dive

• AMASS collected motion capture scans 
from existing datasets.

• Each scan was transformed into SMPL+H 
parametric body model.

• Finally, the feature vector is decoded 
into a synthetic body model.

Image :
pose-Conditioned Joint Angle Limits for 3D Human Pose Reconstruction
Scan :
Amass dataset. https://amass.is.tue.mpg.de

𝑉 ∈ ℝ𝑁

Improve results - Dataset sampling



Parametric body models 2D example

Improve results - Dataset sampling



Parametric body models 2D example

Improve results - Dataset sampling

Θ𝑝𝑜𝑠𝑒 = (𝜃1, 𝜃2, 𝜃3, 𝜃4)
Hands legs



Parametric body models 2D example

Improve results - Dataset sampling

Θ𝑝𝑜𝑠𝑒 = (𝜃1, 𝜃2, 𝜃3, 𝜃4)

Θ𝑝𝑜𝑠𝑒 = (𝜃1, 𝜃2, 𝜃3, 𝜃4) (30,30,90,90) (90,90,90,90) (110,0,45,135)

Model
pose

Hands legs



Parametric body models 2D example

Improve results - Dataset sampling

Β𝑠ℎ𝑎𝑝𝑒 = (𝛽1, 𝛽2 )
Head size, Hight



Parametric body models 2D example

Improve results - Dataset sampling

Β𝑠ℎ𝑎𝑝𝑒 = (𝛽1, 𝛽2 ) (100,1) (10,10) (1,100)

Model
Shape

Β𝑠ℎ𝑎𝑝𝑒 = (𝛽1, 𝛽2 )
Head size, Hight



Improve results - Dataset sampling

Β𝑠ℎ𝑎𝑝𝑒 = (𝛽1, 𝛽2 )
Head size, Hight

Θ𝑝𝑜𝑠𝑒 = (𝜃1, 𝜃2, 𝜃3, 𝜃4)
Hands legs

= Stickman model

+

Parametric body models 2D example



𝛽

ℝ16ℝ167

Shape
𝜃

Pose

Parametric human model=( ,   )𝜃 𝛽

Scans source: MPI-Faust dataset. http://faust.is.tue.mpg.deImprove results - Dataset sampling

SMPL+H Parametric body model



AMASS Dataset
• 14 inner datasets
• 344 actors
• 11,265 animations, 17 million frames
• Problem: Heavily biased towards rest poses.

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Improve results - Dataset sampling



Biased dataset problem

Cat Dog

Dataset: 50% cats, 50% dogs

Improve results - Dataset sampling



Biased dataset problem

Cat Dog

Dataset: 99% cats, 1% dogs

Improve results - Dataset sampling



Biased dataset problem

Cat Dog
Testing the bad classifier .

• biased testing set of ( 99% cats, 1% dogs )
leads to false evaluation of the model.

• However, testing with unbiased 
dataset of ( 50% cats, 50% dogs )
will reveal the problem.

Improve results - Dataset sampling



Biased dataset problem

• Important Conclusion: the testing set should be as 
unbiased as possible.

Improve results - Dataset sampling



Scans source: Amass dataset. https://amass.is.tue.mpg.de

Improve results - Dataset sampling

Aspect 1: Several animations for an actor: 

Problem - AMASS is heavily biased towards rest poses



Problem - AMASS is heavily biased towards rest poses
𝜃

poseAspect 2:3D PCA projection of for an actor: 

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Rest pose
Centroid!

Improve results - Dataset sampling



Our solution: FPS sampling (farthest point sampling)

• We propose the FPS sampling methodology in order to sample subset 
of points that are farther away from each other.

Improve results - Dataset sampling



Our solution: FPS sampling (farthest point sampling)

Improve results - Dataset sampling

FPS result for 𝑛 = 4 on actor from BMLmovi dataset 

• We sample the frames using FPS sampling over the shape vector 
𝜃𝑠ℎ𝑎𝑝𝑒 on SMPL+H, resulting unbiased pose manifold with high 
variably.

Scans source: Amass dataset. https://amass.is.tue.mpg.de



Our solution: FPS sampling (farthest point sampling)

Improve results - Dataset sampling



Sampling Experiment

Splits:

Names:

Improve results - Dataset sampling

Remember, we want to test with  and not with .

Unbiased dataset biased dataset

[M/F] [R/F]
Gender:
Males or 

Females

Sample:
Random or
FPS



Results

Random Dataset is overfit!

FPS Dataset
is robust!

Improve results - Dataset sampling



Results
Improve results - Dataset sampling

significant performance improvement factor: at least 1.5, across all cases.



Implications
Improve results - Dataset sampling

Unbiased dataset

Cat Dog

biased dataset

FPS Sampling



•Hyper parameters tunning

•Dataset sampling

•Achieving similar results 
using weaker prior

How can we improve results?

Our focus



What if we don’t have the full prior?
Bridging the information gap

Completion

Partial scan PriorOptimal completion 

Scans source: Amass dataset. https://amass.is.tue.mpg.de

,

Improve results – utilize weaker prior



What if we don’t have the full prior?
Bridging the information gap

Scans source: Amass dataset. https://amass.is.tue.mpg.deImprove results – utilize weaker prior

shape aggregation 
algorithm

Partial scanOptimal completion 

,

𝑵 prior partial scans, from the same actor

, ,…,



𝑸 Prior

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝑤ℎ𝑜𝑙𝑒

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…

Encoding:

Decoding:

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan

our method: FTS (fixed template shape)
Completion idea

Fixed 
template

Improve results – utilize weaker prior



𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝑨 ]
𝜃𝑝𝑎𝑟𝑡

𝜃𝐴

𝜽 = [𝜽𝒑𝒂𝒓𝒕, 𝜽𝒘𝒉𝒐𝒍𝒆 ]

…

Encoding:

Decoding:

Scans source: Amass dataset. https://amass.is.tue.mpg.de

Completion Ground truth

Loss

P Partial scan

our method: FTMP (fixed template multiple prior)
Completion idea

Fixed 
template

𝑨 = 𝑨𝟏, 𝑨𝟐, … , 𝑨𝑵
Multiple Prior

Improve results – utilize weaker prior

,…,,



Experiment
FTMP with different multiple prior scenarios:

“Same pose”

• 𝑁 Partial point clouds acquired 
from the same actor (as the 
partial scan) and the same pose
(Multi-view stereo)

“Other pose”

• 𝑁 Partial point clouds acquired 
from the same actor (as the 
partial scan), in another pose

The scenarios compared on extensive version of AMASS, over 250 actors with 1K frames each,
across 𝑁 ∈ 0,1… , 8 partial point clouds.

Improve results – utilize weaker prior

,…,,

P Partial scan

𝑨 = 𝑨𝟏, 𝑨𝟐, … , 𝑨𝑵
Multiple Prior

Scans source: Amass dataset. https://amass.is.tue.mpg.de

,…,,
𝑨 = 𝑨𝟏, 𝑨𝟐, … , 𝑨𝑵
Multiple Prior

P Partial scan



Results
• Almost across all the cases, results with 𝑁

> 0 were better than the no prior case 𝑁
= 0.

• On the Same pose scenario:
• Steady error decrease for 𝑁 ∈ {1,… , 5}

• On larger 𝑁’s, the error stop decrease. 
(curse of dimensionality)

• On the Other pose scenario:
• There was no significant difference 

between the experiments with respect to 
the error rate.

• Might be related to the usage of the size of 
the shape descriptor components sizes 
relation 𝜃 = [𝜃𝑝𝑎𝑟𝑡, 𝜃𝐴]. In our experiment, 
𝜃 comprised of two vectors with same 
lengths |𝜃𝑝𝑎𝑟𝑡| = |𝜃𝐴| = 512.

FTMP 𝔼𝑙2 error for 𝑁 ∈ 0,… , 8 Partial point clouds

Improve results – utilize weaker prior



Contributions

1. We developed strong visualization tools to explore the shape 
manifold of parametric body models.

SMPL+H explorerAMSS Pose manifold explorer

not covered 
here

visualization tools



Contributions
3D shape completion algorithm 

2. We developed state-of-the-art 3D shape completion algorithm for 
shape completion from single partial view and another complete view 
in another pose. The algorithm significantly improve existing methods.

𝑄
Whole

shape

𝑃
Partial

shape

𝑅
Reconstruction

𝑇
Template

shape

𝑃
Ground

truth

Loss

Scans source: (Right) Amass dataset. https://amass.is.tue.mpg.de, (Left): SMPL+H rest pose



Contributions
FPS sampling methodology

3. We show a new methodology for choosing samples from large 
datasets that decrease the dataset bias and leads to significant 
performance improvement factor of at least 1.5, across all cases. It is 
the first time FPS sampling is implemented on the pose domain of 
human body parametric models. This method can be used in another 
machine-learning scenarios.

FPS result for 𝑛 = 4 on 
actor from BMLmovi
dataset 

Unbiased datasetbiased dataset

FPS 
Sampling

Scans source: Amass dataset. https://amass.is.tue.mpg.de



Contributions
Non – rigid shape aggregation algorithm 

4. We propose new architecture for shape completion from a single 
complete view and another set of multiple partial views.

Scans source: Amass dataset. https://amass.is.tue.mpg.de

shape aggregation 
algorithm

Partial scanOptimal completion 

,

𝑵 prior partial scans, from the same actor

, ,…,



Utilizing Prior Knowledge for Non-Rigid 
Shape Completion



Future Work

• FPS Sampling: this sampling methodology could increase the 
performance of existing models in different scenarios: noise-
reduction ,image classification, etc.. 

• 3D shape completion algorithm: hyper-parameters tunning, 
improving the encoder-decoder architectures with newer point 
cloud learning shape encoders like PointNet++ .

• Non – rigid shape aggregation algorithm: improve the hyper-
parameters , mainly 𝜃𝑝𝑎𝑟𝑡 , 𝜃𝐴 in order to achieve better results.



Thanks
MPI-Faust dataset http://faust.is.tue.mpg.de


